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Abstract

Background: Several researches have been done to study the role of various psychological factors to predict the
happiness. The terms happiness, well-being, quality of life is used interchangeably. There is no universal definition of
happiness, as happiness means different things to different people. It changes with time, age, place etc. Some of the
countries have started measuring growth rate on the basis of happiness index of their nation’s population.

Purpose: To explore the relationship among the various parameters of happiness index and designing a classification
model for the various countries on the basis of their happiness.

Materials and Methods: In this research work we have applied machine learning model on the datasets available for
the year 2018 to 2020 to find the correlation between various global parameters adapted for identifying the impact of
those parameters on the happiness index for the 156 countries.

Results: With the help unsupervised K-means learning method, we can analyze the importance of various parameters
and can put the country in the class/cluster like excellent, moderate, average or below average. The above-mentioned
classes signify the placement of the country and accurate classification on basis of various parameters.

Conclusions: This paper discusses the current factors effecting the happiness index of the country. The concept of
happiness index and dimensions that effects the happiness index of the nations is always the matter of discussion and
contradiction. There is no such comprehensive work done on the global parameters of happiness index in the machine
learning field.
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Introduction researchers from diverse backgrounds are contributing
In the last few years, the research towards happiness towards it. Attempts are being made to create, explore
has attracted increased attention. The information about and document a wealth of knowledge about parameters
the happiness has exploded drawing attention of that makes an individual happy. The world’s happiness
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index was created by Pierre Le Roy, the initiator of
Globeco in the year 2000. The world happiness index
helps to quantify the happiness of the nation’s
population which is then used to predict satisfaction
level of the people O implemented by it to protect
human rights in the nation (Stannard, 2018).

The world happiness index is a modification of human
right development. It uses the same statistical
aggregation method with the objective to measure the
happiness of the country. The following standard
parameters are considered for analyzing the happiness
of the residents of the country: security and peace,
democracy, human rights and freedom, life style/living
standards, education, research, communication, culture.
The world happiness report is a land mark survey of
the state of global happiness that ranks countries by
how happy their citizens perceive themselves to be
(Han et al., 2018). The World happiness report is a
milestone review of the condition of worldwide joy.
The report keeps on acquiring worldwide
acknowledgment as governments, associations, and
common society progressively uses bliss markers to
devise their strategy deciding. The driving specialists
across fields like financial aspects, brain research,
overview examination, public insights, wellbeing,
public arrangement, and that’s just the beginning —
portray how estimations of prosperity can be utilized
viably to evaluate the advancement of countries.
Happiness could be an important indicator for
presenting how well the society is doing. (Han et al.,
2018) carried out a subjective evaluation of people’s
quality of life and demonstrated how various
environmental parameters can impact an individual’s
well-being. He attempted to predict the happiness on
the basis of air pollution and the level of air index
quality required to get the optimal happiness score.
Jassmi et al. (2019) applied a machine learning model
to predict the happiness and life quality from the data
received from OCED regional statistics of BLI of
different countries of last four years to formulate
psychological tracking process.

The happiness score is prepared by interviewing
random sample of population from individual country,
to think about the happiness ladder index with best
possible life for them and the worst possibility of living
standard. The metrics supplied by each country affects
the happiness score. Both linear regression and
multiple linear regression with a number of parameters
are applied to predict the happiness score of the
country. This is completely an artificial exercise where
multiple linear regression model of machine learning is
used for experiment. This study evaluated the
effectiveness of automating happiness tracking as a
leading indicator for parameters calculation. (Bullen,
2016) presented a supervised machine learning model
to predict the life satisfaction score of the country
based on various parameters. He applied the models on
dataset of 187 countries, the applied algorithm
identified the parameters needed to be improved by
various countries to improve the happiness index of the
citizens.
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From the above discussion it is evident that no
comprehensive machine learning model is applicable to
classify for all the important factors’ affecting
happiness index of the various countries based on the
essential parameters for the world.

The proposed unsupervised machine learning model
uses K-means clustering method to classify the
happiness index. The K-means algorithm is used to
make the clusters of unlabeled data. The datasets of
156 countries are downloaded from the Kaggle
(https:/lwww.kaggle.com, n.d.), which show the
happiness index based on the different parameters like
GDP, corruption, social support, life expectancy etc.
The K-means algorithm is applied to divide the
datasets into number of clusters. We have made five
clusters to group the data into similar classes. Choosing
an appropriate of value of k is a challenging task,
iteratively changing the value of k and performing
different number of iterations can help to get the
optimize value of k with proper partitioning of datasets
into clusters. Clusters are labeled to check the accuracy
of system. Datasets are further partitioned into training
data and testing data. K-means algorithm provides the
accuracy where we have a similar type of dataset
available and troubles in creating the clusters with
varying size of dataset. Outliers can be identified and
tracked by retrieving the centroid of the clusters formed
(Faik, 2020; Laconic Machine Learning, 2019).

The aim of the study. To explore the relationship
among the various parameters of happiness index and
designing a classification model for the various
countries on the basis of their happiness.

Materials and Methods

Step 1: data is partitioned into two separate partitions,
where happiness index could be classified into two
different sections of happiness.

Step 2: data is partitioned into training and test datasets
(Alba, 2019; Diener, 2000; Pérez-Benito, 2019;
Seligman & Csikszentmihalyi, 2000).

Following python libraries are used in the machine
learning model:

1) Matplotlib is used for visualizing the required
information.

2) NumPy is used for manipulating the
dimensional arrays, for creating the data frames.
3) Pandas and Scikit libraries are used to perform
statistical operations required to apply machine
learning algorithms.

high

Results

The dataset  was taken from Kaggel
(https://www.kaggle.com, n.d.) of last three years
2018-2020. The Happiness Score is a national average
of the responses to the main life evaluation question
asked in the Gallup World Poll (GWP), which uses the
Happiness metrics — Cantril Ladder, economic metrics
include — GDP per capita & health life expectancy at
birth, Social Metrics — social support, Generosity,
freedom to make life choices and perception of
corruption. To apply the ML model, firstly data set
must be normalized, scaled and applied feature
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transformation according to requirements. The process
is called data wrangling/data cleaning. Data preparation
helps to accurately analyses and process the data. A
similarity metric must be created for to form the

Figure 1
Loading the Dataset

In [48]:

inp data = df[df.columns[:-1]]

clusters based on the similarity of the dataset. We have
selected only the important parameters from the dataset
only relevant variables are considered (Figure 1).

inp data

S Overall rank Score GDP percapita Social support Healthy life expectancy Freedom to make life choices Generosity
0 1 7.769 1.340 1.587 0.986 0.596 0.153

1 2 7600 1.383 1573 0.996 0.592 0.252

2 3 7554 1.488 1.582 1.028 0.603 0.271

3 4 7494 1.380 1624 1.026 0.591 0354

4 5 7488 1.396 1522 0.999 0.557 0.322
151 152 3334 0.359 0711 0614 0.555 0.217
152 153 3231 0476 0.885 0.499 0.417 0.276
153 154 3203 0.350 0.517 0.361 0.000 0.158
154 155 3.083 0.026 0.000 0.105 0.225 0.235
155 156 2853 0.306 0.575 0.295 0.010 0.202

156 rows x 7 columns

K-Means machine learning model is applied on the
above Data frame of 156 countries where Happiness
Index/Score is depending upon various features like
GDP Per Capita, Social support, Health life
expectancy, Freedom to make Choice, Generosity,
Corruption. Overall ranking of the countries is
provided on the cumulative features.

Figure 2
Applying K-Means Machine Learning Model

51): kmeans
kmeans

KMeans (n_clusters

random state=0,

]+ kModel = kmeans.fit(inp data)

kModel.labels

out [5 array([0, 0, 0, 0, 0, 0, O,
0,0, 0,00 0,0,
3, 3,3 3 3, 3 3,
4, 4, 4, 4, 4, 4, 4,
44 A Y447 15
1551 30 1A 1
2,2y %5 24:-25°2F 3/
2, 2])

In Figure 2 K-Means module is imported from Sklearn,
all the machine learning models are prebuilt in the
Sklearn library and according to the objective and type
of dataset, the desired machine learning model can be

RMeans (algorithm="aute', copy x~
n_clusters=5, n init=10,
tol=le-05, verbose=0)

The most important is to apply the optimal value of K,
thumb rule to define the Kk is square root of n, where n
is the total observations. K-Means machine learning
model (Figure 2) is applied to take the cluster of the
countries that are having similarity in the happiness
score. In the figure, all the rows and columns of input
data frames are divided into five clusters, total 3000
iterations are applied in the algorithm.

0]: from sklearn.cluster import KMeans

5, randem state=(, max itexr=3000

Ty

ue, init='k-means++', max iter=3000,
n_jobs=None, precompute distances='auto',

0, 0, 0, 0,0, 0,0 0 0,0 0,0 0,0, 09,
0,0, 3, 3,3, 3, 3,3 3, 33,3, 3,3,3,
3,3, 3;:3,°3; 3, 8,73 9, 33, 4, 4,74, 4
4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4,
55 1051 ot 8 1% 5 Tt
R TR VS M U e [ N Y T ST I
2’ 2[ 2! 2[ 2! 2I 2! 2[ 2! 2I 21 2I 2' 2I 2'

applied. In the above process we have applied 3000
iterations to train the model and check the accuracy of
the proposed system.
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The clustering process is based on the similarity of the calculated, five different centroids and their mapping
dataset and the centroid of the cluster is used to map all neighboring elements are combined and kept into
the elements. In Figure 3 all the centroids are class/cluster.
Figure 3
Calculation of Centroid Applied Prediction on Input Data Frame
In [S4]: kModel.cluster centers
Out[54]: array([[ 16. e 6.980580865, 1.33774194, 1.47235484,
0.9653871 ,  0.50932258, 0.22751613],
[109.5 ’ 4.7239375 , 0.64702375 , 1.03221875,
0.5784375 , ).3665 % 0.1715625 ),
[141 v 3.879 v 0.455451s61, 0.88016129,
0.43819355, 0.28587742, 0.20951613],
[ 47 v 6.05580645, 1.10096774, 1.30416129
0.8630322¢, ).44248387, 0.15535484),
[ 78 , 5.41819355, 0.98293548, 1.27087097,
0.78590323, ).35970968, 0.18070988]}]
In [36]: y kmeans = kmeans.predict(inp_data)
y_kmeans |
In the Figure 3 the centers of all the five clusters are generosity, social support, freedom to live life and
computed through which neighboring elements are corruption etc.
placed together in to five individual clusters. Clusters In Figure 4 visualization of the clustering/classes is
are defined by various parameters which are not presented with five different clusters, the centroid of
specifically based on the happiness, they are each cluster pointing the cluster.
measurement of GDP, health life expectancy,
Figure 4
Matrix Distribution of All the Rows into 5 Clusters
In [13]: pd.crosstab(ocut data, kModel.labels )
FmELes colLd © 1 2 3 4
Score
2.853 0 0 1 0 0
3.083 o] o A o o]
3.203 0O o 1 o o
3.231 o o] 1 8] o
3.334 o] o A o o]
T.488 1 o] ] 8] ]
7.494 1 (o] o] o] o]
T7.554 1 o o o o
7.600 1 o] o o o
T.769 1 o o] o] o]
155 rows = 5 columns
If we “pretend” that we don’t have survey happiness questions, it is necessary to use statistical tools like
scores for the countries listed in the test data-set, we regression.
can use our K-Means model created in Figure 2 to In Figure 5 the correlation between all the parameters
predict their happiness based on the metrics GDP, used in the dataset is described.
Social Support, Life Expectancy, Freedom, Generosity, From the Figure 5 we can easily identify parameters
Corruption. influencing the overall score as well as the parameters
we are going to check the correlation between different which are more interdependent.
features of the dataset. To find the Pearson correlation, In Figures 6-8 it is clearly visible that all the individual
use the Pandas correlation function. Correlations are clusters are isolated (cluster 0 — excellent, clusterl —
used to get the quick insight about the data, identifying high, cluster 2 — moderate, cluster 3 — average, cluster
the casual relationship between the data elements is 4 — below average). No overlapping and intersection of
very crucial in decision making for example country the clusters is found. It is evident that the applied
with high life expectancy tend to be average happy algorithm has given the accurate clusters/classification
does not mean that people with long life will not on the basis of similarity features detected by
evaluate their life badly or good healthcare system can algorithms.

make their life happiest. To handle such type of
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Figure 5
Correlation Matrix of Parameters of Dataset
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Figure 7
Visualization of Cluster (Datasets 2020)
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Above clusters are created on the basis of happiness
index rating, on this basis the countries are distributed
in different clusters. Any of the country could be
identified within the defined classes.

The designed machine learning model is applied on the
data set of 2020, with the input parameters mentioned
in above section. The clustering of the regions provides
the accurate results with the prediction value of 0.5.
The generalized model can be adopted for any
timeframe to design an optimal classification of the
countries.

Discussion

In this paper, we have proposed a model which is
working on some of the few global parameters that can

07rs
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compute and provide overall happiness indexing. The
statistical evaluation relates the growth with the
happiness index and on the basis of happiness score
retrieved the growth in terms of classes/cluster
mentioned can be predicted. This model will help
agencies responsible for the happiness index. It can be
used to achieve the desired level by improving
parameters which will positively impact the overall
index. As we have compiled the dataset of 156
countries and possibly made the classification based on
the important parameters effecting the happiness level
of the country. From the last few years countries have
started quantifying their state wise happiness level.
Which will be helping the state/center government to
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decide their action plans and policies for the people.
Although in 2020 and 2021 there is drastic variation in
the happiness index of the various countries due to
COVID-19. Although, there were significant increases
in average sadness and worries, we found that overall
life evaluations, and happiness rankings, were
surprisingly stable. The top countries before the
pandemic remained the top countries in 2020, so there
was little change in the overall rankings. The top
countries already had higher levels of trust and lower
levels of inequality, both of which helped them to keep
death rates low and social cohesion high, and hence to
maintain their favorable positions.

Conclusions

The proposed model is working with the total 156
countries of 2018 and 2019 dataset. The concept of
happiness index and dimensions that effects the
happiness index of the nations is always the matter of
discussion and contradiction. There is no such
comprehensive work done on the global parameters of
happiness index in the machine learning field.
Although there are various classification models
available, which can be applied to train and test the
dataset. But K-Means algorithm is also providing the
optimal results without any overlapping.
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Anomauisn

Bemyn: Ilposedeno kinvka 00Cniodcenb 0N GUSYEHHST PO PI3HUX NCUXOJO2IYHUX (akmopie OJisi NpOSHO3YE8AHHS.
wacms. Tepminu wacms, 61a20n0nyuys, AKICMb JICUMM 6ICUBAIOMBCA AK CUHOHIMU. YHIGEPCANbHO20 GUIHAYEHHS.
wjacms He ICHYE, OCKINbKU O PI3HUX MH00ell wacms o3Hayae pisHi peyi. Bono smintoemvca 3 yacom, eikom, micyem
mowjo. /leaxi Kpainu noyanu umMipto8amu memnu 3p0CHAHHS HA OCHOSI IHOeKCY WACMs HACeNeHHsl C8O€T KpaiHu.
Mema: [[ocrnioumu 63a€M038 A30K MidC PISHUMU NAPAMEMPAMU THOEKCY Wdcms ma po3pooumu mooensb Kiacugikayii
071 PI3HUX KPAiH HA OCHOBI iIXHbO2O Wacms.

Mamepianu i Memoou: Y yiii 0ocnioHuywKitl pobomi mMu 3acmocysanu mMooenb MAWUHHO2O0 HA8YAHHA 00 HAOOpIE
Odanux, oocmynuux 3a 2018-2020 poku, wo6 3uatimu Kopeiayilo MidC pI3HUMU 2100ATbHUMU NApAMempamu,
adanmoganumu OJia GUHAYEHHs 6NIUEY YUX NApamempie Ha inoekc wacmsa ona 156 kpain.

Pesynomamu: 3a donomozorwo memoody K-cepeowix mu modicemo npoananizyeamu 6aiciugicms pisHUX Napamempie i
giOHecmu Kpainy 00 mMaxoeo Kiacy/kiacmepy: 6IOMIHHUL, NOMIpHUL, cepedHili abo Huicue cepednvoeo. Lli knacu
03HaAYAIOMb  PO3MIWEHHA Kpainu ma moyHy Kiacudikayitlo 3a pisnumu napamempamu. Aneopumm K-cepeomix
3abe3neuye onmuManibhi peyiomamu 6e3 0y0b-sKux HAKIA0eHb.

Bucnoexu: Y cmammi 062o6oproomscsi nomouni pakmopu, AKi 6nausawms Ha inoekc wacms 6 kpaiui. Konyenyis
iHOeKCy wjacmsa ma napamempu, wo 6NIUBaromv HA iHOEKC Wacms Hayill, 3aedicou € npeomemom OUCKycitl ma
npomupiy. YV 2any3i MQWUHHO20 HABYAHHS MAKOI KOMNJIEKCHOI pobomu 3a 2n100ATbHUMU NAPAMEmpPamu iHOeKcy wacmsi
He npo8ooUMbC.

Knrouosi cnosa: vawunne naguanns, kiacugikayisa, memoo K-cepednix, wacms, ceimosuii pexopo.

Annomayus

Beeoenue: IIposedeno HecKOMbKO UCCAEO08aHUL, YMOObI UZVYUMb DOJb PAIUYHBIX NCUXOIOSUYECKUX (PaKmopos 6
npedckazanuu  cyacmos. Tepmumnvl cyacmve, O1A2ONOAYHUE, KAYECTNBO IJICUSHU UCHOAL3VIOMCS KAK CUHOHUMDL.
Vuusepcanvnoco onpedenenus cuacmos me cywjecmeyem, max KAK CYacCmbve O3HAYAEm pasHvle Gewyu Oiist PA3HbIX
mooetl. OHO MeHSIemcst cO 8peMeHeM, 803PACMOM, mMecmom u m. 0. Hexomopwie cmpanvl Hauanu usmepsmos memnwl
pocma Ha 0CHOBe UHOEKCA CHACTbS HACENEeHUsL CBOel CINPAbI.

Llenv: Hccneoosame 63aumMocessb MedcOy PA3HbIMU NAPAMEMPAMU UHOEKCd cuacmvs U paspabomams Mooeib
Kaaccupurayuu Oist pA3HblX CMPAH HA OCHOBE UX CHACIbSL.

Mamepuanet u Memoowi: B 5moii ucciedo8amenbckoil pabome mbl NPUMEHUTU MOOeNb MAUWUHHO2O0 00yUeHusi K
Habopam Oanuvix 3a 2018—2020 200vl, umobbl HAlIMU KOPPENAYUIO MENHCOY PAZTUYHBIMU 2100ANbHBIMU NAPAMEMPAMU,
a0anmuposanHbLMU OJisl ONPeOeeHUs. GIUSTHUSL IMUX NAPAMEMPO8 HA UHOEKC cuacmbs Oast 156 cmpan.

Pesynomamut. C nomowvro memooa K-cpeonux mvl Modcem RpOAHATUZUPOBANb BANCHOCb PA3IUYHBIX NAPAMEMPO8 U
omHecmu CMpany K maxkomy KIAcCy/Kiacmepy: OMmAUYHbI, YMEPeHHblll, CPeOHUU Ul Hudce cpedHeco. Dmu Kiaccwl
O3HAYAIOM pasMeweHue Cmpamvl U MOUHYIO Kldccugpukayuio no pasuvim napamempam. Aneopumm K-cpeonux
obecneuugaem onMUMAaibHbie pe3yrbmamol 6e3 KaKux-1ubo HanoHCeHul.

Bursoowi: B smoti cmambe 06cyscoaiomes mekywiue hakmopul, gausiowue Ha UHOeKc cuacmus 6 cmpane. Konyenyus
UHOEKCA cuacmvsa U napamempsl, GIUAIOWUE HA UHOEKC CYACMbs HAYUL, 8ce20a ABNAIMCA NPeoMemom OUCKYCCULl U
npomueopeuuti. B obnacmu mawunno2o 06yueHuss makoi KOMNJIEKCHOU pabomvl NO 2H0OANbHbIM NaApaAMempam
UHOEKCA CHacmbvsl He NPO8OOUNICAL.

Knrouegvte cnoga: vawunnoe ooyuenue, kiaccugurayus, memoo K-cpeouux, cuacmoe, Mupooii pekopo.

The electronic version of this article is complete. It can be found online in the IJES Archive https://ijes.world/en/archive
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